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ABSTRACT
In this study, the Joint distributions of order statistics
arising from innid discrete random variables are expressed in the form
of an integral by using permanent. Then, the results related to pf and
df distributions are given.
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1. INTRODUCTION

Several identities and recurrence relations for probability
density function (pdf) and distribution function (df) of order
statistics of independent and identically distributed (iid) random
variables were established by numerous authors including Arnold et al.
[1], Balasubramanian and Beg (471, David [14], and Reiss [217].
Furthermore, Arnold et al. [1], David [14], Gan and Bain [15], and
Khatri [18] obtained the probability function (pf) and df of order
statistics of iid random variables from a discrete parent.
Balakrishnan [2] showed that several relations and identities that
have been derived for order statistics from continuous distributions
also hold for the discrete case. Nagaraja [19] explored the behavior
of higher order conditional probabilities of order statistics in a
attempt to understand the structure of discrete order statistics.
Nagaraja [20] considered some results on order statistics of a random
sample taken from a discrete population. Corley [12] defined a
multivariate generalization of classical order statistics for random
samples from a continuous multivariate distribution. Expressions for
generalized Jjoint densities of order statistics of iid random
variables 1in terms of Radon-Nikodym derivatives with respect to
product measures based on df were derived by Goldie and Maller [16].
Guilbaud [17] expressed the probability of the functions of
independent but not necessarily identically distributed (innid) random
vectors as a linear combination of probabilities of the functions of
iid random vectors and thus also for order statistics of random
variables.

Recurrence relationships among the distribution functions of
order statistics arising from innid random variables were obtained by
Cao and West [10]. In addition, Vaughan and Venables [22] derived the
joint pdf and marginal pdf of order statistics of innid random
variables by means of permanents. Balakrishnan [3], and Bapat and Beg
[8] obtained the joint pdf and df of order statistics of innid random
variables by means of permanents. Using multinomial arguments, the pdf

of X (1<r<n+l1) was obtained by Childs and Balakrishnan [11] by
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adding another independent random variable to the original n variables
XXy X, . Also, Balasubramanian, et al., [7] established the
identities satisfied by distributions of order statistics from non-
independent non-identical variables through operator methods based on
the difference and differential operators. In a paper published in
1991, Beg [9] obtained several recurrence relations and identities for
product moments of order statistics of innid random variables using
permanents. Recently, Cramer et al. [13] derived the expressions for
the distribution and density functions by Ryser’s method and the
distribution of maxima and minima based on permanents. In the first of
two papers, Balasubramanian, et al., [5] obtained the distribution of
single order statistic in terms of distribution functions of the

minimum and maximum order statistics of some subsets of {X;,X,,.., X}

where Xi’s are innid random variables. Later, Balasubramanian et al.

[6] generalized their previous results [5] to the case of the joint
distribution function of several order statistics.

2. RESEARCH SIGNIFICANCE

In general, the distribution theory for order statistics 1is
complex when the parent distribution is discrete. In this study, the
joint distributions of p order statistics of innid discrete random
variables are expressed in form of an integral. As far as we know,
these approaches have not been considered in the framework of order
statistics from innid discrete random variables.

From now on, the subscripts and superscripts are defined in the
first place in which they are used and these definitions will be wvalid
unless they are redefined.

If 4a,,a,,.. are defined as column vectors, then the matrix
obtained by taking M; copies of a;, M, copies of a,,.. can be denoted

as [4; 4a, ..] and perA denotes the permanent of a square matrix A,
m m

which is defined as similar to determinants except that all terms in
the expansion have a positive sign.

Let X, X,..,X, be innid discrete random variables and
Xin £ X5, .5 X, be the order statistics obtained by arranging the n
X;'s in increasing order of magnitude. Let F and f; be df and pf of
i (1 =1, 2,.., n), respectively.

The df and pf of X, XX

=1, 2,., n), will be given. For notational convenience we write

ot Ky rp:n,0=r0<rl<r2<...<rp<rp+l=n+1 (p

n-r, rp=roa-1 rp—r,-1r,-r-1r,-n-1r,-1

Z,Z,Iandjinsteadofzz ZZZZ

My, Kp.my, kg Zpin 2. vV p=0 my=0 k=0 m=0 k;=0

p
F X F X (X ) (X) (X ) 1 (X )
ggl)( 1) ggn( 2) 451,3 p ggl) 1 gz(ll) 2 §§3 p

13975 30 SRR N T R N

3=0 2,=2, 73=17, 17,=1, Fay(a=) Fay(x-) Fay(x,-) 0 v
2 4 £2p 2
expressions below, respectively (Xi=OJqZ")(ZO=O).

3. THEOREMS FOR DISTRIBUTION AND PROBABILITY FUNCTIONS
In this section, the theorems related to pf and df of

qu’xqm““’xrmn will be given. We will now express the following
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theorem for the Joint pf of p order statistics of innid discrete
random variables.

Theorem 3.1.
p+1

fororyn 0K X0) =D Z j]‘[per[v““i W”][gzml)Hper[de)l[gm/) (1)

Ty

p+l
where X <X, <..<Xg, D= H[(r -, _1)|]—1 vW — (V(w) V(W), "VI’(]W)),

dv® = (dv™, dv™, ..., dv™)", v°)=0=(o,0,...,0), and VP =1=(1,1,...,.1)" are
2p

column vectors, 2: denotes the sum over LJg[for which gUFM@==¢ for
Moy Ne, Moy (=1
2p+l (iw) (Xt)
t t Sow-
U S :{1,2,...,n} ’ é(?w) = [ ((L - (1) (Xt )] 2 g“W) (XI_) and
=1 m(&) o
{g 4y if 7even
gé -ra-l)

{gé lgﬁ I8 l§/7 2 }, |ff0dd

Here, N_ is the cardinality of §,. Alg/) is the matrix obtained

from Aby taking rows whose indices are in Sy
Proof. It can be written

r1 [CRR n(xl XZ' Xp) = I:){Xri:n le’xrz:n :XZ""'xrp:n :Xp} . (2)

(2) can be expressed as

forr,n (X X) = DL CoperlF(x-) f() FOG)=F(x) fx) .. f(x,) 1-F(x,)] (3)

My Ky Ky f-l-kg o kglmg pel-ko-mp-n kM, ko+em,  n-mp -
p+l
where C=[]l(r~1k,~m,—r, )" H[(k +m ), m, o+ k, <r,-1,,-1, m =0,
w=1

Kpia=0, F(Xy)=(FR(x,), F2 (X)), Fy (X )) F(xw) = (F1(%0), () Fr (X))
Fi(Xw_)= P(Xi< Xw) .
(3) can be written as

fmﬁpm%m(xl’XZPHIXp)

>.c X []p:[ perlf (X, )1[Suw /) PerfF(x,—) - F(XW l[Saus /- )per[f(X N[Seuo! )]
Ny

KpertMyky Do Ny p \ W=l My Ry =LKy —My,

T1 perlf (X)) (4)

w=1
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4p
where z denotes the sum over US| for which §S,NS;=¢ for v#Y
LTSI Y 1=1
(m|) )
{5| 1 1"'1 ¢ }1 If I E0 (mOd 4)
4p+l (% -1- m%l—k%rr%) —
USI :{1,2,“.,n}, S| — {S| ls 1"'1 }, |f|=1(m0d 4)
= (k) _
= {s¥,s? s ¢} if 1 =2 (mod 4)
{s"}, if 1 =3 (mod 4).

(4) can be expreSSed as
frlern--,I'pZn(leX2,---,X )

My1 fw—1-Ky—My 3 —Ty1

p+1
= z c > (H perl f (X,-1)1[Sa(w-y/) PErIF(X,—) - F(Xw D][Saw-3/- )per[f(xw)][54w 2 )J
LS Y

mp, p my Ky Ny iNsyreees

w=1 w=1 W W

[Hper[f NSpya!- ]ﬁ hﬂ[ utlem,) 1-y,)™dy, . (5)
00 0

The identity (5) can also be written as

p+l l 11 1
frl,rz,.‘.,rp:n(xlxsz-.Xp)_ z [H(r 1 k -m,, -1 ) .” -[
00 0

pKpamy ke \ w=l w-1 Wl w My Nyl

perf (L= Yy o) (K- [Sagygy ) PEF[F(X,-) - ( - 1)][s4w oI per yw )] [Sau.2/ ]{H perf dyw )| S )}

m,.; [ S R
(6)
In (6), if v =y f(x,)+F(X,~), the following identity is
obtained.
p+l 1 Fo () Fy(x) F54p71(xp)
frlvrz’--w'pm(xl’XZ""‘XD): Z H(r -1-k,-m . —r )lm Ik ! Z j j J
My, KoMy kg \ w=l Vw w w-1" 'w-1 w-1""w® ng 1Nyl Fy (x-) Fyy (%5) F54p71(xp’)
(w-1) (w) : (w)
W-! W, W,
- PerlF(X )= V™" 1[S4quny) PEF[F (=) = F(Xy )83 ) pEITV _F(XW_)][SAW-Z/')Hper[dV 1184041)
My1 Ty =LKy =My =Ty Ky w=1 1
(7)

By considering

/ 4 1
Z Z !mw—l! (f'kw_mw—l)| Z

ky=0 m,_,=0 kw

n54(w—1) 'n54w—3 ’n54w—2

-per[ x¥ 1[Ssqu-y /) eI x®@ 1Ssu-37.) per[x¥ 1[s,,, /) perlx“][s,, 4 /)

My =Ky =My, 1 Ky 1

44



Bulut, Y. and Giingdr, M. LRI
Qualitative Studies (NWSAQS), E0040, 2018; 13(2): 41-48. DA

mmms e

== Z per[xV +x@ +x[g,, 1 /) per[x ][5 /) , (8)
14

1
Moo

where M, +Kk,</and using (8) in (7), we get
p+1

fura it Xp) 5D 3 | TTPRF bV 4Pty )~ Flt )+ F(xw—)][gm_l/.)]

fy—Tw1—1
2, Meap w-l

p
T perldv®1ls,, /),
w=1 1
where Sow-1 = Saw-1) Y Saw-3 Y Saw—2 and &y =S4y . Thus, the proof is
completed.
If X;=X;,=..=X,=X, it should be written IIMI instead of I
(1), where II“J is to be carried out over the region:
1 2 )
Fgél) (x-) < V((a) < V(gl)) <..s Vg;é < Fga) (Xp) » Fggn (x-) < V;l) < ng) (%),
2
Fg‘(tl) (%) <V(<1)> < Fgg) (%), oney (1) (X, )<V((1) s gél,i (Xp) -
Moreover, 1if X <X,<..<X,, it should be written II“J instead

of j in (1), where [I“J is to be carried out over the region:

1 2 2
w&<v()3m<vw) uﬂ&_)<v%><FaK&) Ep(&_)sﬁéfgﬁw(ﬁ)r ceer

<n(X )‘<V(m = é%(xp)-

We will now express the following theorem to obtain the joint df
of p order statistics of innid discrete random variables.

Theorem 3.2.

I:rl,rz,...,rp:n (X1’ XZ" o X =D Z j{ per [V(W) V(W l)][gZW—l )]H per[dV(W)][gZW / ) (9)
;-1

Ty =T
Ny Ny voleyp V w w=1

Proof. It can be written
I:rl,rz ..... rp:n(xl’XZ""’Xp): Z frl,rz,...,rp:n(zl’ZZ""’Zp) *

Using (1) in the above identity, we have

FatosnlltorXp) = >o ¥ Hper[v““ v‘W‘”][gzwl/)Hper[dv““][gzw/)

Ty=,
2,0 N Mgy ooy w1

Thus, the proof is completed.

4. RESULTS FOR DISTRIBUTION AND PROBABILITY FUNCTIONS
In this section, the results related to pf and df of

Xrl:ln,)(rz:n,...,)(rp:n will be given. We will express the following result for

pf of the rth order statistic of innid discrete random variables.
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Result 4.1.

F o)
YR perlv®1ls, /) perldv®llc, /) per[t-v®lig, /) - 10)
(rl _:I-)!(n_rl)!nq N, Fggl)(xi’) h- n-n

Proof. In (1), if p=1, (10) is obtained.

Specially, in (10), by taking n=2, p=1and ﬁj=2, the following
identity is obtained
where VY = (v, v?) ana dv® = (dv{?,dv") .

1)(><1)

(@ 1)
foa ()= jv b ave

ng =1 F(1)(X1 )

Fo(x) F(x)
()= W0 [\Pap
F(x-) F(x-)
[vF):[v“’ P00 4 R ), 80 = [ F (]2 4 Fz(xl—)j
1,00) (%)
1 F,(x) 1 Fi(x1)
—[[ué) R0 M1 F ) +[[£_fv1‘2f O] PO ]
231 Fy (% -) 1 Fi(x-)
R0 B0 1) 100+ i) 0+ L BN £ )10+ R
=wn<m—[a(m—f2<x1)]f1<x1)+[a(x1)—fl(x1>]f2(x1>]+
+wfz(m—[ﬁm)—fl(xl)]fz(x1)+[Fz(x1)—fz(xl)]fl(xo]

= F(x) f, () + F (%) F.0¢) — f1(%) F, (%) -

In Result 4.2 and Result 4.3, the pf of minimum and maximum
order statistics of innid discrete random variables are given,
respectively.

Result 4.2.
F(1)(X1)
i (%) = S ] perldvOlle, /)perll-vls, /) - (11
(n 1)I N F(1)(X1) ! n-1
Proof. In (10), if K =1, (11) is obtained.
Result 4.3.
F(l)(’ﬁ)
) =Y [ perlvOll, /) perldvlle, /) - (12)
(n 1)' DO n-1 1

Proof. In (10), if K[ =N, (12) is obtained.

In the following result, we will give the joint pf of
Xims Xgreeer X i -
Result 4.4. If X <X <..<X,,

o, pn (X0 X0 Xp) = (nlp). Z jj J perl1- v(p][gzpﬂ/)Hper[dv Ml (13
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where jjuj is to be carried out over the region: Vghfﬂéa S._S\ég
2 4

2p

' Fgw (%) < V(l(z) <SFo(x), Fo(x-)< V(ﬁ)) <SFEFo(), ---,
2 [P} G2 ] Sy Sy
_ (p)
Fgglg (Xp )Svgg < Fgglg (Xp) -

Proof. In (1), if Ii=1, 5==2,m,rp: p and I]“J instead of I, (13)

is obtained. We will now give three results for the df of single order
statistic of innid discrete random variables.

Result 4.5.

F ) (x1)
s

_ 1 @) 1) _v®
Fﬁ:n(&)—mg:ﬂ” ! per[\;fll[a/-) per[d\i Ils,/.) per[l n-\ﬁ Ig, /) - (14)

Proof. In (9), if p=1, (14) is obtained.

Result 4.6.
1 F;§1)(X1)
F, = er[dv®][c, /.)per[1-v®s, /) - (15)
10 (%) (n_l)!g j perdv®1ls /) per[1-v©ic, /)
Proof. In (14), if =1, (15) is obtained.
Result 4.7.
1 F(;l)(xﬂ
F, = er[v®][g, /.) per[dv®][s, /.) - (16)
() = i [ perly?lte, 1) perlov®Ile, /)

Proof. In (14), if K =N, (16) is obtained.

In the following result, we will give the joint df of
Xins Koo X

p:n *
Result 4.8.
1 b W
Fio pn (X0 X000 Xp) = (—p)! 2 Iper[l—V;p)][gzp+1/-)H per[dvl‘ Nsaw!) - (A7)
T NN Ny V n- w=1

52, g e S2p

Proof. In (9), if I =1, 5:22,.“,rp= p, (17) is obtained.
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