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CLASSIFICATION OF FUNCTIONAL NEAR-INFRARED IMAGING BASED HEMODYNAMIC 

PATTERNS RECORDED AT MENTAL ARITHMETİC AND RESTING 

 

ABSTRACT 

Functional near-infrared spectroscopy (fNIRS) is a non-invasive 

optical imaging technique used in brain-computer interface (BCI) 

systems. It is used to measure deoxyhemoglobin and oxyhemoglobin 

proportions that occur during a specific activity in the brain region 

(motor and visual activity, auditory stimulus, etc.). In this study, 

hemodynamic patterns were recorded from 8 participants during mental 

arithmetic and rest activities. Features have been extracted for this 

by using detrended fluctuation analysis, entropy and Hjorth parameters 

methods. The distinctive feature vectors obtained after the feature 

selection process have been applied to support vector machines (SVM), 

multilayer artificial neural networks (MLANN) and k-nearest neighbors 

(k-NN) classifiers. As a result, the best classification accuracy was 

97.17% when SVM classifier was used. 

Keywords: Functional Near-Infrared Spectroscopy, Brain-Computer    

    Interface, Detrended Fluctuation Analysis, Hjorth 

    Parameters, Support Vector Machines 

 

1. INTRODUCTION 
Since the early 90's, cognitive studies have been performed 

using optical brain imaging systems. There are studies on human brain 

functions with brain imaging systems such as functional near-infrared 

spectroscopy (fNIRS) and positron emission tomography (PET) [1]. fNIRS 

is an optical imaging system that is usually used to understand brain 

regions and their relationship to mental functions and to measure 

brain functions for this purpose. Rather, there are studies that are 

measured during cognitive, visual, visuo-motor and motor tasks in 

humans [2]. It is desired to determine changes in hemoglobin (Hb) 

concentration of brain tissues. According to this method, brain 

functions related to non-invasive oxygenation, changes in blood 

oxygenation and blood density are displayed by viewing the blood flow 

in the forebrain [3]. Metabolic responses arising as a result of each 

task, such as oxy- and deoxyhemoglobin changes during a point-of-

focus, allow the using of fNIRS or hybridization of 

electroencephalogram (EEG) and fNIRS in BCI systems. Accordingly, 

compared with EEG as another non-invasive method, NIRS-based BCI 

systems have several advantages. Due to no necessity for electrode 

gel, lack of electrooculographic artifacts arising from eye movements, 

practical sensor placement and become user-friendly, it is a 

preferable system for daily applications [4]. In this study, we 

performed classifying hemodynamic patterns which are recorded during 

mental arithmetic and resting. Features were extracted from cases 

mailto:funda.kutlu@amasya.edu.tr
mailto:ckose@ktu.edu.tr
http://dx.doi.org/10.12739/NWSA.2018.13.1.1A03


 

 

28 

 

                      Kutlu Onay, F. and Köse, C., 

 

Engineering Sciences (NWSAENS), 1A0398, 2018; 13(1): 27-36. 

 

using detrended fluctuation analysis (DFA), entropy and Hjorth 

parameters. The chi-square and information gain tests were used with 

the identifying of selective features. Following the selection of the 

distinctive features, classification with maximum accuracy was 

provided with the appropriate classifier.  

 

2. RESEARCH SIGNIFICANCE 

In this study, the records obtained with non-invasive optical 

imaging technique which is called fNIRS was used. With this technique, 

changes in the concentration of non-oxygenated hemoglobin 

(deoxyhemoglobin) and oxygenated hemoglobin (oxyhemoglobin) can be 

displayed when an external stimulus is applied or during motor imaging 

task. This allows fNIRS technology to be used in BCI systems. The 

hemodynamic patterns of subjects recorded during resting and mental 

arithmetic are represented by the extracted features (DFA, entropy and 

Hjorth descriptors) and presented to the classifiers (MLANN, k-NN and 

SVM). Accordingly, the highest classification success was achieved 

when SVM was used. 

 

3. MATERIALS AND METHODS 

3.1. Dataset Description 

The studied dataset consists of hemodynamic response samples 

during mental arithmetic (MA) tasks acquired from eight participants 

(three males, five females, mean age 26 years and SD 2.8 years) [5]. 

Participants performed cue-based mental arithmetic calculations. As a 

task, they were asked to subtract a single-bit number from a two-bit 

number. The numbers to be subtracted were displayed on the screen for 

12 seconds followed by 28 seconds of resting. In this way, the 

participants performed 18 or 24 trials. 

 
Figure 1. Timeline of one trial 

 

3.2. Dataset Recording System 

A continuous wave system (ETG-4000, Hitachi Medical Co., Japan) 

was used to acquire brain oxygenation. Oxy-, deoxy- and total-

hemoglobin (Hb) changes is measured with a multi-channel recording 

system which has 16 photo-detectors and 17 light-emitters (3x11 grid, 

52 channels). The sampling rate was set to 10 Hz and the distance 

between source and detector is 3cm. The figure of the recording system 

is modified from [6] and given in Figure 2. 
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Figure 2. Figural representation of the recording system 

 

4. FEATURE EXTRACTION AND SELECTION 

4.1. Detrended Fluctuation Analysis (DFA) 

DFA is used to characterize the correlation and similarity 

properties of non-stationary time signals. It was proposed by Peng et 

al. in 1994 [7]. In addition to conventional methods such as spectral 

analysis and Hurst analysis, DFA can retain intrinsic self-similarity 

embedded in apparently nonstationary time series and prevents 

misperception of self-similarity. DFA is also used in the analysis of 

biological data as well as in areas such as DNA, heart rate dynamics, 

long-term weather forecasting, economic time series, and solid state 

dynamics. In recent years, it has been successfully applied to a wide 

range of simulated and physiologic time series [8]. DFA analysis can 

be explained in 5 steps [9]. 

 The time series signal x(i), i=1. L, and L is the length of the 

signal. The cumulative sum of x(i) occurs as y(i). 


i

j=1

y(i)= (x(j)-x),i=1,...,L

         (1)


L

j=1

1
x= x(j)

L
            (2) 

 The integrated time series y(i) is separated into m parts which 

m pieces of equal length l (L=ml). For each part, local trends 

are calculated with least square errors (LSE) method. For the 

detrending of y(i), local trends are subtracted.

ll k
Y(i)=y(i)-y (i),k=1,...,m

              (3)

i=(k-1)l+1,...,kl                             (4) 

 For the kth part of length l, the root mean square (RMS) 

fluctuation for the integrated and detrended time series is 

calculated.  

 
kl

2

k l

j=(k-1)l+1

1
f(l)= Y(j)

l
                    (5) 

 Accordingly, the mean RMS fluctuation for entire time series is 

calculated as: 

S
m

2

k

k=1

1
F(l)= f(l)

m
          (6) 



 

 

30 

 

                      Kutlu Onay, F. and Köse, C., 

 

Engineering Sciences (NWSAENS), 1A0398, 2018; 13(1): 27-36. 

 

 Here β exponent is obtained when F(l) is computed for all l 

values. 

β
F(l):l            (7) 

 

4.2. Entropy Metrics 

Entropy is a measure that gives the amount of information in a 

situation or variable. From a signal perspective, the entropy of a 

signal is a measure of the amount of information it contains; which 

corresponds to the distribution of the signal. The entropy of the data 

with a large and flat probability distribution is high. Conversely, 

the entropy of the data with a narrow and sharp distribution is low 

[10]. For EEG signals, entropy is another statistical descriptor that 

shows variability within. If the probability distribution function of 

a numerical random variable in the finite length is expressed by p(x), 

the calculation of the entropy of this variable becomes as in the 

equation (8). At the same time, this equation is called Shannon 

entropy [11]. 

      
N-1

i 2 i

t=1

H x =- p x log p x            (8) 

If x is a probabilistic experiment and p(x) is the probability 

of occurrence of this x result, then the average amount of information 

in this experiment is H(X). Besides the Shannon entropy metric, 

approximate entropy is often used in studies. 

 

4.3. Hjorth Descriptors 

The Hjorth descriptors method is one of the nonlinear 

decomposition techniques in time series. Hjorth descriptors consist of 

the parameters of activity, mobility and complexity obtained in 

relation to the mean value and derivative of a signal. These were 

proposed by Hjorth in 1970 for the analysis of EEG signals [12].  

The activity value is equal to the variance of the signal and is 

calculated by using the equation (9) of the X value of the sample of N 

in time space.  


i

N 2

İ İ2 i=1

i X

(X -X )
A(X )=σ =

N-1
                        (9) 

Here, X  shows the average of X. 

The mobility parameter is a measure of the mean frequency of the 

signal and is calculated from the equation (10). 


i

i

N 2
iii

X

=1

i

X i

( - )

N-1
M(X )=

X X

σ

σ
=

A(X )

                     (10) 

Here, X corresponds to the first derivative of X. 

The complexity parameter is a measure of the deviation of the 

signal from the sinus signal, and is obtained using equation (11). 

  i

i

i

i

X

X

X

i

X
σ

σ
C X =

σ

σ

                       (11) 

X  represents the second derivative of X. 

 

4.4. Chi-Square Algorithm for Feature Selection 

The Chi-square hypothesis test is used to test whether the two 

variables are dependent or independent. The goal of the feature 
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selection based Chi-square test is calculation of dependency of a 

pattern within the class. While high Chi-square value is more 

descriptive for a pattern, zero value is indicating that the pattern 

is independent within this class. Chi-square value is calculated by 

the following equation (12) [13]. 


2 k

ij ij2

i=1 j=1 ij

(A -E )
χ =

E
                      (12) 

In this equation; k, number of classes, 
ijA , observed frequency 

value (i, rows; j, columns) and 
ijE , expected (theoretical) frequency 

value.  

 

5. CLASSIFICATION 

5.1. Support Vector Machines (SVM) 

SVM is a classification method based on supervised learning that 

is used in both linear and non-linear classification problems. 

Basically, it is based on the determination of decision boundaries 

that is hyperplanes, which separate the data belonging to the two 

classes most appropriately [14]. Classification of two classes that 

can be linearly separated is the most basic classification problem for 

SVM. There may be more than one hyperplane separating the two classes. 

However, the main purpose of support vector machines is to find a 

hyperplane that maximizes the distance between the nearest points. The 

optimal hyperplane which makes the most appropriate distinction by 

increasing the decision limit to the maximum and the points that line 

of this boundary width are called support vectors [15]. For most real-

time applications, linear decomposition is not possible. The linear 

separable model of the SVM is also the basis for the nonlinear model. 

A non-linearly separable data in input space is defined in another 

space of higher dimension than the input space. This space is also 

called feature space [16]. A sample for a non-separation problem is 

shown in Figure 3. This transformation is performed by functions 

called kernel functions. Thus, the data can be linearly separated and 

hyperplane can be determined. The corresponding mathematical 

expression is given in the equation (13). 

     
 
 
 
 i i i

i

f x =sign a y φ x .φ x +b        (13) 

 
Figure 3. Linearization of a linearly non-separable problem with 

kernel-SVM 

 

In linear applications, input data is given to the system by 

applying inner multiplication, while in complex applications; input 

data is mapped to the space by passing through a kernel function. 

 in 
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the equation (14) represents the kernel function. Determining the 

kernel functions to be used in SVM applications and the optimal 

parameters for them are important steps. Polynomial, radial basis 

function, Pearson VII function and normalized polynomial kernels, 

which are the most commonly used kernel functions in the literature, 

are given in Table 1 with the formulas and parameters. 

 

Table 1. Kernel functions for SVM 

Kernel Function Mathematical Expression Parameters 

Polynomial kernels 𝐾(𝑥, 𝑦) = ((𝑥. 𝑦 + 1)𝑑 
Polynomial 

degree (d) 

Normalized 

polynomial kernels 
𝐾(𝑥, 𝑦) =

((𝑥. 𝑦 + 1)𝑑

√((𝑥. 𝑥) + 1)𝑑((𝑦. 𝑦) + 1)𝑑
 

Polynomial 

degree (d) 

Pearson VII function 

1

[
 
 
 
 

1 +

(

 
2√|𝑥 − 𝑦|2 √21/𝜔 − 1

𝜎

)

 

2

 

]
 
 
 
 
𝜔 

Pearson 

width (σ,ω) 

Radial basis kernel 

function 
𝐾(𝑥, 𝑦) = 𝑒−𝛾|𝑥−𝑥𝑖|

2
 

Kernel size 

(γ) 

   

5.2. Multilayer Artificial Neural Networks (MLANN) 

Multilayer Artificial Neural Networks (MLANN) is a neural 

network model consisting of one or more layers. Input data are taken 

from the input layer and distributed to the neurons in the hidden 

layer(s). The output layer receives the information from the hidden 

layer(s) and generates the output value. The number of layers and 

neurons in the hidden layer(s) are important parameters in the best 

separation [17]. 

 
Figure 4. Architecture of a multilayer artificial neural network 

(MLANN) 

 

In MLANN, training samples are presented to the network one by 

one and the calculation of the weight values is carried out which can 

produce the output within the error rate initially set. 

 

5.3. k-Nearest Neighbors (k-NN) 

The k-NN algorithm is a supervised learning method used in 

classifying data in applications related to pattern recognition and 

automatic learning [18]. According to this method, the k nearest 

neighbor of the pattern to be recognized is determined. Then, it is 
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determined which class belongs to these k neighbors, and the label 

value of that class is assigned to the pattern sample to be 

recognized.  

 
Figure 5. A sample for k-NN classifier 

 

The k parameter used here is an important parameter that affects 

the classification accuracy. Various methods have been proposed in the 

selection of the k parameter. Due to the ease of implementation, 

trial-and-error or cross-validation methods are generally used. 

Distance calculation metrics which calculates similarity or distance 

between two points and there are many distance calculation methods in 

the literature (Euclidian, Mahalanobis, Manhattan, Chebshev etc.). 

However, in general, when calculating the distance between two points, 

the most commonly used method is the Euclidean distance method. The 

distance between two points, such as A and B, assumed to be N 

dimensional in space, is calculated by equation (14). 

d = √(A1 − B1)2 + (A2 − B2)2 + ⋯ + (AN − BN)2                  (14) 

 

6. RESULTS AND DISCUSSION 

In this study, DFA, entropy and Hjorth descriptors are applied 

for classifying hemodynamic patterns which are recorded during mental 

arithmetic and resting. At the end of this, 12 features are obtained 

for all 6 cases. The recorded cases and explanations are given in 

Table 2. 

 

Table 2. Obtained cases and descriptions 

Cases Description 

C1 Oxygenation during mental arithmetic (oxy-MA) 

C2 Oxygenation during resting (oxy-R) 

C3 Deoxygenation during mental arithmetic (deoxy-MA) 

C4 Deoxygenation during resting (deoxy-R) 

C5 Total hemoglobin during mental arithmetic (total-MA) 

C6 Total hemoglobin during resting (total-R) 

 

After feature extraction step, the Chi-square test is applied to 

determine the most selective features for classes. As a result, the 

Chi value for all attributes was 0.9988 out of 1, and all the features 

were included in the classification process. MLANN, SVM and k-NN 

classifiers are applied to this feature vectors. The compared cases 

and classification results of these classifiers are given in Table 4, 

5 and 6. Table 4 presents the SVM classification results along with 

the standard deviation and optimum σ values. In this study, radial 

basis kernel function was used and selection of the σ parameter 

directly affects the classification accuracy. The mathematical 
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expression of RBF is expressed as (15). The best σ value was 

determined by 10-fold cross validation (10-FCV) and classification 

results were obtained. 

2

i
-g|x-x |

K(x,y)= e                       (15) 

As a result of the implementation of the SVM classifier, the 

best classification accuracy was obtained in the C1-C3 case at 97.17%. 

This corresponds to the classification of oxy-Hb and deoxy-Hb changes 

in mental arithmetic. Similarly, we also obtained a considerable 

classification accuracy for oxy-Hb and deoxy-Hb changes at rest.  

 

Table 3. Classification accuracy of SVM classifier 

(CA: Classification accuracy, SD: Standard deviation) 

Compared Cases CA (%) SD Best σ 

C1-C2 94.78 0.26 0.7 

C3-C4 87.87 0.16 0.5 

C5-C6 96.6 0.21 1.1 

C1-C3 97.17 0.15 0.9 

C2-C4 97.04 0.11 1.1 

(C1,C3,C5)-(C2,C4,C6) 91.35 0.13 0.7 

 

Table 4. Classification accuracy of MLANN classifier  

(CA: Classification accuracy, SD: Standard deviation) 

Compared Cases CA (%) SD 

C1-C2 91.37 0.26 

C3-C4 84.64 0.57 

C5-C6 96.82 0.47 

C1-C3 95.23 0.56 

C2-C4 95.55 0.27 

(C1,C3,C5)-(C2,C4,C6) 83.98 0.92 

 

 A MLANN model comprising 12 neurons in the input layer, 40 

neurons in the hidden layer and 1 neuron in the output layer is 

designed. The MLANN classification results obtained are given in Table 

4. According to this, MLANN is the best classification accuracy when 

the total-Hb changes in mental arithmetic and resting are classified. 

 

Table 5. Classification accuracy of k-NN classifier  

(CA: Classification accuracy, SD: Standard deviation) 

Compared Cases CA (%) SD Best k 

C1-C2 80.75 0.07 22 

C3-C4 83.84 0.01 23 

C5-C6 85.38 0.23 5 

C1-C3 85.03 0.05 20 

C2-C4 80.15 0.04 25 

(C1,C3,C5)-(C2,C4,C6) 90.43 0.11 6 

 

The determination of the best k value for k-NN is very important 

for classification performance. For this, as in the SVM classifier, 

the best k values were determined with 10-FCV for all cases and shown 

in Table 5. This shows that the k-NN method gives the best result in 

classifying mental arithmetic and resting states. If we look at the 

general situation, it can be said that the most successful 

classification method in this study is SVM within the determined 

parameters. As a result, a higher performance was achieved in the 

classification performance of [5]. 
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 NOTICE 

The study had been previously presented in the I. International 

Scientific and Vocational Studies Congress (BILMES 2017) in Ürgüp. 
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