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AN R PACKAGE FOR MULTIVARIATE HYPOTHESIS TESTS: MVTESTS 

 

 ABSTRACT 

 In recent years, the R program is widely used for statistical 

analysis. Because the R program is open source software, it may contain 

the R packages developed by users. This study aims to promote an R 

package entitled MVTests, which consists of multivariate hypothesis 

tests. By using this package, one performs hypothesis tests, which are 

used widely and related to each other, such as One-Way MANOVA, 

multivariate normality tests, Box-M test. In this study, the theoretical 

background of these tests and their applications with MVTests package 

are given. Users test easily to their data with MVTests package. 

Therefore, it is believed that this study is a helpful tool for 

researchers and users. 

 Keywords: MVTests, Box-M, MANOVA, Hotelling T Square, 

                Multivariate Normality Test  

 

 1. INTRODUCTION 

 The multivariate hypothesis tests are generally an adaptation to 

the univariate hypothesis tests for more variables than one. Like 

univariate tests, multivariate hypothesis tests are needed using 

together. For example, the assumptions, which are multivariate normality 

and homogenous covariance matrices, should satisfy for One Way MANOVA. 

Therefore, the control of these assumptions is essential before MANOVA 

is performed. For this reason, we need an only R package which consists 

of functions to perform these tests. For this aim, we develop an R 

package, which consists of functions for multivariate hypothesis tests, 

entitled MVTests (Multivariate Tests) [1]. The MVTests package can 

perform eight different multivariate hypothesis tests, which are 

multivariate normality test, Bartlett’s Sphericity test, tests for 

covariance matrices (single and more groups) and tests for mean vectors 

(single, two independent samples, multivariate paired and MANOVA). In 

this study, after we give the theoretical background of multivariate 

hypothesis tests in this package, we perform applications of these tests 

with the functions of MVTests package. Moreover, we want to mention that 

these applications based on version 1.1 of MVTests package. In this 

reason, it should not be forgotten that MVTests package may consist of 

additional tests in the future. 

 

 2. RESEARCH SIGNIFICANCE 

 In recent years, the R program is widely used by researchers. In 

the R program, however, the multivariate tests, which are related to 

each other, maybe in different packages. This study aims to introduce a 

new R package, which collects the functions that perform the popular 

multivariate hypothesis tests. This package is called as MVTests. 

Moreover, the MVTests package contains multivariate tests, which are not 

in popular statistical software such as SPSS, SAS, Minitab. Therefore, 
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it is believed that the MVTests package will contribute to researchers 

who need performing multivariate tests.  

 

 3. MATERIAL AND METHODS 

 In this section, we promote the theoretical background of eight 

multivariate tests used in the MVTests package. 

 

 3.1. Multivariate Normality Test 

 In the univariate case, one of the most popular normality tests is 

the Shapiro-Wilk normality test. Shapiro and Wilk [2] proposed test 

statistic in (1) for normality test: 

      𝐖𝐗 =
�̃�𝐗

𝟐

𝐬𝐗
𝟐                                                        (1) 

where sX
2 is the sample variance and  σ̃X

2 = [∑ aix(i)
n
i=1 ]

2
. Moreover, 

x(i) (1,2,⋯ , n) rank statistics (x(1) < x(2) < ⋯ < x(n)) and ai is i
th the element of 

a vector given in (2).  

 a = [a1 a2 … an]′ =
μZ

′ ΣZ
−1

(μZ
′ ΣZ

−1ΣZ
−1μZ)

0.5                                  (2) 

 where μZ = E(Z), ΣZ = Cov(Z) and Z is is the rank statistics vector of 
the sample from the standard normal distribution.  When W < kα, we reject 

the null hypothesis, which states that the data has a normal 

distribution. Villasenor Alva and Estrada [3] generalized this test 

statistic to the multivariate case. The new test statistics is given in 

(2).  

 W∗ =
1

p
∑ WZj

p
j=1                                                   (3) 

where, Zj is the jth element of the Z vector calculated as in (4). 

 Z = S1/2(Xj − X)                                                  (4) 

When W∗ < cα;n,p, we reject the null hypothesis, which states that 

the data has a multivariate normal distribution. We need the assumption 

of multivariate normality in hypothesis tests for mean vectors. For this 

reason, one should control whether the data has the multivariate normal 

distribution or not before one performs to test for mean vectors. In the 

MVTests package, the mvShapiro function performs the multivariate 

normality test. 

 

 3.2. Bartlett’s Test for the Covariance Matrix of a Sample 

 Bartlett’s test statistic for the covariance matrix of a sample 

tests hypothesis as given in (5). 

 
H0: Σ = Σ0

H1: Σ ≠ Σ0
                                                      (5) 

For this aim, Bartlett’s test statistic is given in (6). 

 U = (n − 1)[ln|Σ0| − ln|S| + iz(SΣ0
−1) − p]~χp(p+1)

2

2
                          (6) 

 When U > χp(p+1)

2

2
, we reject the null hypothesis. If the sample size 

is less than 50 (n < 50), we use the test statistic given in (7) instead 

of in (6) and we reject the null hypothesis when U′ > χp(p+1)

2

2
 [4 and 5]. 

 U′ = [1 −
1

6(n−1)−1
(2p + 1 −

2

p+1
)]U~χp(p+1)

2

2
                              (7) 

 In the MVTests package, the Bcov function performs Bartlett’s test 

for a sample covariance matrix. 

 

 3.3. Box-M Test for the Covariance Matrix of Multi-group 

 We need the assumption of homogenous covariance matrices when we 

perform two samples Hotelling T2 or MANOVA tests. We use the Box-M test 
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to determine whether the covariance matrices of multi-groups are equal 

or not. The hypothesis of Box-M test is given in (8): 

 
H0: Σ1 = Σ2 = ⋯ = Σg

H1: At least a Σk is different from other (k = 1,2,… , g)
                       (8) 

 To test these hypotheses, we sample observations in n1, n2, … , ng size 

from the multivariate normal distribution, respectively. The covariance 

matrices of these groups are S1, S2, … , Sg, respectively. The Box-M test 

statistic is given in (9). 

 U = −2(1 − c1)ln(M)~χp(p+1)(g−1)

2

2                                       (9) 

 Where; 

 M =
|S1|

n1−1
2 |S2|

n2−1
2 …|Sg|

ng−1

2

|Sunited|
∑

ni−1
2

g
i=1

    , Sunited =
∑ (ni−1)Si

g
i=1

∑ (ni−1)
g
i=1

=
E

sdE
                      

 c1 = {
[

2p2+3p−1

6(p+1)(g−1)
] [∑

1

ni−1
−

1

∑ (ni−1)
g
i=1

g
i=1 ] , else

[
(g+1)(2p2+3p−1)

6g(p+1)(n−1)
] , n1 = n2 = ⋯ = ng = n

             

 

 When 𝑈 > χp(p+1)(g−1)

2
;α

2
 , we reject the null hypothesis [4 and 5]. In 

MVTests package, BoxM function performs Box-M test. 

 

 3.4. One Sample Hotelling 𝐓𝟐 Test 

 One sample Hotelling T2 statistic for the mean vector of a sample 

tests hypothesis as given in (10). 

 
H0: μ = μ0  
H1: μ ≠ μ0  

                                                    (10) 

 For this aim, one sample Hotelling T2 statistic is defined as given 

in (11) [4, 5 and 6]. 

 T2 = n(X − μ0)
′
S−1(X − μ0)                                        (11) 

 This statistic transforms an F statistic as below: 

  
n−p

p(n−1)
T2~Fp;n−p                                                (12) 

 When Fh > Fp;n−p:α , we reject H0 hypothesis. If the H0 hypothesis is 

rejected, we use confidence intervals to determine variables affecting 

the decision to reject. These confidence intervals are calculated as 

given in (13) [5 and 6]. 

 P (aX − √Tt
2 aSa′

n
< aμ < aX + √Tt

2 aSa′

n
) = 1 − α                          (13) 

 If the confidence interval involves μ0j for the related parameter, 

we decide that Xj (j = 1,2, … , p) are not effective on the decision to reject. 
Otherwise, this parameter is efficient on the decision to reject. In 

MVTests package, OneSampleHT2 function performs one sample Hotelling T2 

test. 

 

 3.5. Hotelling 𝐓𝟐  Test for Two Independent Samples 

Two independent samples Hotelling T2 statistic for the mean vector 

of two independent samples tests the hypothesis as given in (14). 

 
H0: μ1 = μ2  
H1: μ1 ≠ μ2  

                                                    (14) 

This test statistics assumes that two groups have multivariate 

normal distributions X1~Np(μ1, Σ1), and X2~Np(μ2, Σ2), respectively. When Σ1 =

Σ2 , which can be tested using BoxM function, we use test statistic as 

given in (15) [4, 5 and 6]. 

 T2 = (
n1n2

n
) (X1 − X2)

′
S−1(X1 − X2)~Tn1+n2−2

2                             (15) 

Where  
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 S =
1

n1+n2−2
((n1 − 1)S1 + (n2 − 1)S2)                                  (16) 

 This statistic transforms an F statistic as below: 

 
n−p−1

p(n−2)
T2 = Fp;n−p−1                                              (17) 

When Fh > Fp;n−p−1;α, we reject the null hypothesis. If the H0 

hypothesis is rejected, we use confidence intervals to determine 

variables affecting the decision to reject. These confidence intervals 

are calculated as given in (17) [5 and 6]. 

 P (a(X1 − X2) − √Tn1+n2−2;α
2 n

n1n2
 aSa′ < a(μ1 − μ2) < a(X1 − X2) +

√Tn1+n2−2;α
2 n

n1n2
 aSa′) = 1 − α   (17)     

If the confidence interval involves zero for the related parameter, 

we decide that Xj (j = 1,2, … , p) are not effective on the decision to reject. 
Otherwise, this parameter is efficient on the decision to reject. When 

Σ1 ≠ Σ2 , we use test statistic as given in (18) instead of (15) [5 and 

7]. 

 T∗
2 = (X1 − X2)

′
S−1(X1 − X2)                                        (18) 

where S =
1

n1
S1 +

1

n2
S2. T∗

2 statistic transforms an F statistic as given in 

(19). 

  T∗
2~

vp

v−p+1
Fp;v−p+1                                               (19) 

 where v is calculated as given in (20). 

 v =
tr(

1

n1
S1+

1

n2
S2)

2
+(tr(

1

n1
S1+

1

n2
S2))

2

1

n1−1
[tr(

1

n1
S1)

2
+(tr(

1

n1
S1))

2

]+
1

n1−1
[tr(

1

n1
S1)

2
+(tr(

1

n1
S1))

2

]

                       (20) 

In MVTests package, TwoSamplesHT2 function performs two samples 

Hotelling T2 test. 

 

 3.4. Multivariate Paired Test 

The multivariate paired test statistic for the mean vectors of two 

dependent samples tests the hypothesis as given in (21). 

 
H0: μ1 = μ2 
H1: μ1 ≠ μ2 

 or   
H0: μ1 − μ2 = 0 
H1: μ1 − μ2 ≠ 0 

                                     (21) 

 When μd = μ1 − μ2, equation (21) transforms to equation (10). 

 Therefore, we can use statistic as given in (22). 

 T2 = nd
′
Sd

−1d                                                   (22) 

 where d =
1

n
∑ di

n
i=1 , Sd =

1

n−1
∑ (di − d)(di − d)

′
n
i=1 and di = (x1i − x2i). This 

statistic transforms into the F statistic as below. 

 
n−p

p(n−1)
T2~Fp;n−p                                                 (23) 

 When Fh > Fp;n−p:α, we reject H0 hypothesis [4]. In MVTests package, 

Mpaired function performs the multivariate paired test. 

 

 3.5. One Way Multivariate Analysis of Variance (MANOVA) 

 One Way MANOVA (Multivariate Analysis of Variance) tests whether 

the mean vectors of groups, which are the least 3, are equal to each 

other or not. In MANOVA, we assume that the groups have the multivariate 

normal distribution and homogenous covariance matrix. The hypotheses are 

given as following. 

 
H0: μ1 = μ2 = ⋯ = μg

H1: At least a μk is different from other
                                  (24) 

We may use three different statistics to test these hypotheses. 

These statistics base on matrices as below: 

 T = ∑ ∑ (Xik − X)(Xik − X)
′nk

i=1
g
k=1  
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 B = ∑ ∑ nk(X.k − X)(X.k − X)
′nk

i=1
g
k=1  

 W = ∑ ∑ (Xik − X.k)(Xik − X.k)
′nk

i=1
g
k=1  

 Wilks’ Lambda Statistic: Wilks’ 𝛬 statistic is defined given as 
(25) and it transforms into an F statistics as in (26).  

 𝛬 =
|𝑊|

|𝐵+𝑊|
=

|𝑊|

|𝑇|
 ,0 ≤ 𝛬 ≤                                           (25)                                            

 𝐹 =
1−𝛬

1
𝑡⁄

𝛬
1

𝑡⁄

𝑑𝑓2

𝑑𝑓1
~𝐹𝑑𝑓1,𝑑𝑓2                                             (26)    

 where  𝑉𝐸 = 𝑛 − 𝑔, 𝑉𝐻 = 𝑔 − 1, 𝑑𝑓1 = 𝑝𝑉𝐻 , 𝑑𝑓2 = 𝑤𝑡 −
1

2
(𝑝𝑉𝐻 − 2) 

 𝑡 = √
𝑝2𝑉𝐻

2−4

𝑝2+𝑉𝐻
2−5

, 𝑤 = 𝑉𝐸 + 𝑉𝐻 −
1

2
(𝑝 + 𝑉𝐻 + 1)                              

 When  𝐹ℎ > 𝐹𝑑𝑓1,𝑑𝑓2;𝛼 I we reject the null hypothesis.  

 Roy’s Largest Root: Roy’s largest root test statistic use 

eigenvalues of the 𝑊−1𝐵 matrix. Let’s be 𝜆1 > 𝜆2 > ⋯ > 𝜆𝑝 of 𝑊−1𝐵 
matrix’s eigenvalues. Roy’s largest root statistic is defined as 

given in (27).  

 𝜃 =
𝜆1

1+𝜆1
                                                      (27) 

By using 𝜃 statistic, we can obtain an F statistic as follows. 

  𝐹 =
𝜆1(𝑉𝐸−𝑟+𝑉𝐻)

𝑟
~𝐹𝑟,(𝑉𝐸−𝑟+𝑉𝐻)                                       (28) 

 where 𝑟 = max(𝑝, 𝑉𝐻). When 𝐹ℎ > 𝐹𝑟,(𝑉𝐸−𝑟+𝑉𝐻);𝛼, we reject the null 

      hypothesis. 

 Hotelling-Lawley Trace Test: Hotelling-Lawley Trace test statistic 

is defined in (29). 

 𝐻𝐿 = 𝑛𝑇0
2~𝜒𝑝(𝑔−1)

2
                                               (29) 

 where 𝑇0
2 is the trace of  𝑊−1𝐵 matrix.  Moreover, 𝑇0

2 can 

      transform into an F statistic as given in (30). 

  𝐹 =
2(𝑠 �̌�+1)𝑇0

2

𝑠2(2𝑚+𝑠+1)
~𝐹𝑠(2𝑚+𝑠+1),2(𝑠 �̌�+1)                                    (30) 

where �̌� =
(𝑉𝐸−𝑝−1)

2
,𝑚 =

|𝑉𝐻−𝑝|−1

2
, 𝑠 = min(𝑉𝐻, 𝑝). When 𝐹ℎ > 𝐹𝑠(2𝑚+𝑠+1),2(𝑠 �̌�+1);𝛼, we 

reject the null hypothesis. When the null hypothesis is rejected 

using these test statistics, we decide that the mean vectors of 

groups are different from each other. Moreover, we benefit from 

confidence intervals to determine the source of these differences. 

These confidence intervals are calculated as follows. 

𝑃

[
 
 
 

∑𝑐𝑘

𝑔

𝑘=1

𝑎 �̂�𝑘 − √𝜆𝛼
∗  𝑎𝑊𝑎′ ∑

𝑐𝑘
2

𝑛𝑘

𝑔

𝑘=1

≤ ∑ 𝑐𝑘

𝑔

𝑘=1

𝑎𝜑𝑘 ≤ ∑ 𝑐𝑘

𝑔

𝑘=1

𝑎𝜑 �̂�𝑘 + √𝜆𝛼
∗  𝑎𝑊𝑎′ ∑

𝑐𝑘
2

𝑛𝑘

𝑔

𝑘=1
]
 
 
 

= 1 − 𝛼 

(31) 

where 𝑐𝑘 values is  contrast constants, a is a vector, which 

consists of zero values except 𝑗𝑡ℎ element. The 𝑗𝑡ℎ element of this 
vector is 1. The critical table value is also calculated as 

follows. 

 𝜆𝛼
∗ =

(𝑉𝐸−𝑟+𝑉𝐻)

𝑟 (𝐹𝑟,(𝑉𝐸−𝑟+𝑉𝐻);𝛼)
                                              (32) 

When any confidence interval contains zero, the means of related 

groups are not different with regards to 𝑗𝑡ℎ variable. When the 
assumption of the homogenous covariance matrix is not satisfied, 

James' test statistic, which is given in (33), should be used [9]. 

 𝐽 = ∑ (𝑿𝑖 − 𝑿)
′
𝑾𝑖

𝑔
𝑖=1 (𝑿𝑖 − 𝑿)                                       (33) 



 
 
 

 
 
 
 

137 

 

Bulut, H., 

 

Technological Applied Sciences (NWSATAS), 2A0175, 2019; 14(4):132-138. 

 

where 𝑾𝑖 = (
1

𝑛𝑖
𝑺𝑖)

−1

, 𝑺𝑖 is the covariance matrix of 𝑖𝑡ℎ group and 𝑿 =

(∑ 𝑾𝑖
𝑔
𝑖=1 )

−1
∑ 𝑾𝑖𝑿𝑖

𝑔
𝑖=1 . James’ statistic is compared with the critical 

value of 𝜒2 distribution [9 and 10]. 

  2ℎ(𝛼) = 𝜒𝑟
2(𝐴 + 𝐵𝜒𝑟

2)                                            (34) 

 where; 𝑟 = 𝑝(𝑔 − 1), 𝐴 = 1 +
1

2𝑟
∑

[𝑡𝑟(𝑰𝑝−𝑾−1𝑾𝑖)]
2

𝑛𝑖−1

𝑔
𝑖=1  and 

 𝐵 =
1

𝑟(𝑟+2)
∑ {

𝑡𝑟[(𝑰𝑝−𝑾−1𝑾𝑖)]
2

𝑛𝑖−1
+

[𝑡𝑟(𝑰𝑝−𝑾−1𝑾𝑖)]
2

2(𝑛𝑖−1)
}𝑔

𝑖=1   

 

 In MVTests package, Manova function performs the One Way MANOVA. 

 Sphericity Test: Bartlett’s sphericity test statistic tests the 

hypothesis as follows. 

 
𝐻0: 𝑅 = 𝐼
𝐻1: 𝑅 ≠ 𝐼

                                                      (35)              

 The test statistic is denoted as: 

 𝜒2 = −[(𝑛 − 1) −
1

6
(2𝑝 + 5)] log(|𝑅|)~𝜒𝑝(𝑝−1)

2

2                             (36) 

When 𝜒2 > 𝜒𝑝(𝑝−1)

2

2
, we reject the null hypothesis. When the null 

hypothesis is rejected, we can use the dimension reduction methods 

such as principal component analysis or factor analysis.  In 

MVTests package, Bsper function performs Bartlett’s sphericity 

test. 

 

 4. CONCLUSION 

 In this study, we have introduced multivariate hypothesis tests, 

which are widely used and related to each other. Then, the applications 

of these tests have been given by basing on functions, which are in the 

MVTests package that can perform these tests. Moreover, the MVTests 

package can perform the different tests based on approaches such as 

mvShapiro, James’s MANOVA, Nel and Merve’s approach to two independent 

samples Hotelling 𝐓𝟐. These different tests are not in the popular 

package programs such as SPSS, Minitab, SAS. Therefore, this study 

supplies fast, free and efficient software to researchers, who want to 

perform multivariate hypothesis tests. From this aspect, we believe that 

this study can be used in scientific studies and contribute to science. 
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