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OBJECT RECOGNITION WITH DEEP LEARNING AND MACHINE LEARNING METHODS 

 

ABSTRACT 

The field of computer vision, which is widely studied area, is 

basically the imitation of the human vision system with digital 

devices. Computer systems perform operations through digital images or 

video images and decide according to the result. In this context, 

object recognition must be performed at the first stage in order to 

extract meaningful information from the image. In this study, the 

application of object recognition was developed using the deep 

learning method, which is especially popular in recent years. It has 

also been compared with classical machine learning methods often used 

in recognition applications. The proposed method developed with 

Convolutional Neural Network (CNN) has been compared by using the 

Histogram of Oriented Gradient (HOG) features and classifying them 

with Support Vector Machines (SVM) and K-Nearest Neighbor (KNN) 

methods. Experimental results show that the proposed CNN method is 

more successful than HOG+SVM, and HOG+KNN methods. 
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1. INTRODUCTION  

Digital image use has grown as a result of the decrease in the 

cost of image capturing equipment along with increasingly developing 

technology. This rise has made computer vision a very popular field 

studied. The computer vision (CV) technology produces automatic and 

real time results that make it simpler in many fields of medicine, 

education etc. for similar activities to function. Computer vision 

approach is developed by parsing business tasks that can include 

object recognition, surveillance and description. The first step in 

any project for computer vision is to collect useful information from 

a scene, train a device for the best detection and separation of 

visible objects. A unique object, a certain individual, a particular 

car and model may be used, etc. The utilization of technical products 

that have been created for the purposes of identifying objects 

minimizes human resources. An instance of an object when it is 

detected (e.g. a face), it is possible to obtain more information, 

including the following: (i) to recognize a specific situation (e.g., 

to identify the subject's face), (ii) for object tracking over an 

image sequence (for example, to track the face in a video), and (III) 

to obtain more information about the object (e.g., to determine the 

gender of the subject), and at the same time (a) the presence or 

location of other objects in the scene (e.g., may be close to the face 

and a hand on a similar scale) and (B) more information about the 
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scene (e.g., the type of scene, indoor and outdoor etc.), among other 

contextual information. 

In this study, the CNN method for object recognition was 

compared with the Histogram of Oriented Gradient-HOG [1] attribute, a 

global feature used in classical classifiers (Support Vector Machines-

SVM [2] and K-Nearest Neighbor-KNN [3]). Related works are given in 

the second part (II) of the study. The third (III) section describes 

the method of object recognition. Experimental results were given in 

the fourth (IV) section, and finally the results are discussed in the 

fifth (V) section. 

 

2. RESEARCH SIGNIFICANCE 

In this study, the application of object recognition was 

developed using the deep learning method, which is especially popular 

in recent years. It has also been compared with classical machine 

learning methods often used in recognition applications. 

Highlights: 

• Object recognition using artificial intelligence methods 

• Development of a CNN model 

• Comparison of deep learning and machine learning methods 

 

3. RELATED WORKS 

Alaeddine and Jihene have established a new deep network model 

the network in their work on the CIFAR-10 standard dataset [4]. Due to 

their CIFAR-10 data set tests, which provided a deeper network model 

than the deep network model, they showed that increased depth leads to 

better results of recognition. Abouelnaga et al. using principal 

component analysis (PCA) on CIFAR-10 data, combined it with the 

Convolutional Neural Network (CNN) to reduce K-Nearest Neighbor (KNN) 

over conformity and improve its accuracy and found that the KNN-CNN 

group increased the accuracy of the model [5]. Thakkar et al. added 

batch normalization layers between the convolution and activation 

layers of the DenseNet, VGG, Residual network, and Inception (v3) 

network models. In this way, they compared both ReLU and EluP 

activation functions by training on the CIFAR-10 data set and achieved 

very significant achievements in these models [6]. In another study, 

Coates et al. have applied ready-to-use feature learning algorithms 

such as sparse auto-encoders, sparse RBM’s, K-mean clustering, and 

Gaussian mixtures to CIFAR-10, NORB, and STL data sets using single-

layer networks. They conducted experiments on data sets using these 

multiple unsupervised feature learning algorithms to identify the 

effect of various parameters on classification performance. They have 

shown that the K-means clustering algorithm, an extremely simple 

learning algorithm that does not have hyper parameters to set, can 

achieve state-of-the-art performance when used in conjunction with 

network parameters as a result of their work. They achieved higher 

accuracy in the CIFAR-10 and NORB datasets than previously published 

results. In addition, they determined that while complex algorithms 

may have more representation power, simple but faster algorithms may 

be more competitive [7]. 

Xu et al. convolutional neural networks in ReLU (rectified 

linear units), Leaky ReLU (rectified linear units leak), PReLU 

(parametric rectified linear units) and PReLU (random leaks rectified 

linear units) have studied the performance of different types of 

activation functions such as. An analysis of four types of rectified 

activation functions on the CIFAR-10 and CIFAR-100 data sets showed 

that the common belief that ReLU performs best is not true, and that 

Leaky Relu performs better than the original ReLU [8]. Giuste and 
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Vizcarra have successfully classified the Histogram of Oriented 

Gradients (HOG) and pixel intensities to classify images in the CIFAR-

10 dataset, using combinations of different image property sources 

from both manual and deep learning approaches, but they said it is 

still need to be improved. Furthermore, the optimized model CIFAR-10 

of the VGG16 ImageNet (CIFAR-VGG) improved the classification of 

images further. They demonstrate that multiple ways to remove 

significant features from images will increase classification by 

integrating them [9]. Romanuke's research discussed the method of 

dropping out of the convolutional neural networks in order to avoid 

overcoming. CIFAR-10 has a mean gain of between 10%, and 50 percent 

from its experiments with this technology on EEACL26 and NORB results, 

by using two generic network architectures with 4 or 5 convolutional 

layers [10]. In his research, Tang applied the replacement of the 

softmax layer used in the output labels in classification operations 

with a linear support vector machine, as opposed to feeding the result 

of supervised or unsupervised learning in deep networks as input to 

SVM. The replacement of softmax with linear SVMs showed major gains to 

the 2013 data sets of MNIST, CIFAR-10 and ICML [11]. 

 

4. EXPERIMENTAL METHOD 

4.1. Dataset 

Krizhevsky and Hinton researched, data set sizes 32x32 and 

airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and 

truck consisting of 60000 color images belonging to 10 different 

classes colored in the study CIFAR-10 (Canadian Institute for Advanced 

Research) [12]. This dataset is generally used for training algorithms 

for machine learning and vision [4]. Figure 1 shows several examples 

of CIFAR-10 data. 

 

 
Figure 1. Example images of 10 different classes in the CIFAR-10 data 

 

The training and evaluation datasets include 50.000 and 10.000 

pictures respectively, with the same number of photographs from each 

class. 
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4.2. Convolutional Neural Network (CNN) Model 

Deep learning is one of the developing areas of computational 

science that involves large amounts of data to train a model [6]. On 

the other hand, an evolutionary neural network is one of the most 

common deep-learning approaches and is used effectively for 

applications related to image classification. In this direction, 

training and testing were carried out on the proposed CNN model shown 

in Figure 2. 

 
Figure 2. Recommended CNN model  

(f:filter size, s:stride, p:padding, FC:fully connected) 

 

In a model where two convolutions are established with an 

average common logic and this process is repeated twice, an input 

image is taken in 32x32 color format and a 10-Class output is 

obtained. The Model consists of 18 layers, 422.602 parameters, 

including 4 convolutions, 2 Joint, 3 forget, 5 ReLu, 1 flattening, 2 

full connections and 1 output. 

 

4.3. Histogram of Oriented Gradients (HOG) 

The histogram of oriented gradient is one of the attributes used 

in different applications such as license plate recognition, vehicle 

recognition, and object recognition in the field of computer vision. 

Creates an attribute identification in localized areas using the tilt 

component of the picture. The HOG identifier describes objects by the 

distribution of density slopes or edge slopes. When extracting the HOG 

attribute, the image is divided into cells that are related to each 

other, and a histogram of the tilt orientations is calculated for the 

pixels in each cell. Combining these histograms creates a HOG 

identifier for the image. Finally, local histograms are contrast-

normalized. The following process steps must be carried out to remove 

the HOG feature from an image: 

• Calculation of image gradient 

• Creating directional histograms for each cell 

• Normalizing histograms in cell blocks 

 

4.4. Support Vector Machines (SVM) 

The basis is structural risk minimization [13] based on support 

vector machines find the hyperplane that separates the training 

dataset in the first step by the maximum margin. This hyperplane is 

used to categorize test samples in the second process. The sample area 

that cannot be linearly separated by a DVM is moved to a separate 

sample space, where it can be linearly separated. 

This optimization problem is solved by the following equation if 

the training examples (𝑆 = ((𝑥1⃗⃗  ⃗, 𝑦1), … , (𝑥𝑖⃗⃗⃗  , 𝑦𝑖), are expressed linearly as the 

hyperplane (�⃗⃗� , 𝑏). 
Minimization: 

𝑦𝑖[�⃗⃗� . 𝑥𝑖⃗⃗⃗  + 𝑏] ≥ 1, 𝑖 = 1,… , 𝑙 (1) 

w here shows the weight vector, x input vector, b bias. 

It realizes the maximum edge subplane. 
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4.5. K-Nearest Neighbor (KNN) 

In the nearest neighbor algorithm, the test data to be 

classified is classified based on the classes of close neighbors. The 

KNN process, known as the instance-based clustering, comprises steps 

to decide the next neighbor and to identify these neighbors with class 

tags. Here K shows the number of examples (neighbors) to be 

referenced. The groups of its immediate neighbors are numbered 

accordingly. As this approach typically accounts for more than one 

neighbor, k is referred to as the closest neighbor classifier. In the 

training instance of an unknown I instance, the distance between x_i 

is calculated by the following formula. 

𝑑(𝐼, 𝑥𝑖) = ∑ 𝑤𝑓𝛿(𝐼𝑓 , 𝑥𝑖𝑓)𝑓∈𝐹  (2) 

d here shows the training dataset, f attributes. 

 

4.6. Media and Libraries Used  

The methods applied in the study were made on a laptop with a 

2GB video card with i7 processors. Application codes are written in 

Python programming language. 

 

5. FINDINGS AND DISCUSSIONS 

In its original form, training was conducted according to the 

parameters shown in Table 1 on the CIFAR-10 data set, which was 

divided into 80% training and 20% testing. 

 

Table 1. Training parameters of CIFAR-10 data 

Parameters Values 

Epoch 50 

Mini Batch Size 32 

Dropout 0.5 

Activation Function ReLu 

Optimization Algorithm Adamax 

 

Figure 3 shows the accuracy and loss graph obtained as a result 

of training of the CNN model. When the figure is examined, it is seen 

that the proposed model starts learning with an accuracy rate as low 

as 37% and goes to learning regularly and reaches 80% success accuracy 

as a result of 50 iterations. It is also understood that learning 

takes place at every stage of education. Similarly, the model which 

began training at a loss rate of 1.634, as a result of 50 iterations, 

achieved a loosing rate of 0.614. 

 

 
Figure 3. Accuracy and loss plot 

 

The final results of accuracy and loss rates achieved as a 

result of the training are given in Table 2. 
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Table 2. Accuracy rate 

Method Accuracy (%) 

HOG+SVM 51 

HOG+KNN 49 

CNN 80 

 

The confusion matrices obtained by using CNN, SVM, and KNN 

classifiers from the test dataset with a total of 10000 images 

containing 1000 images from each class are given in Figure 4, Figure 5 

and Figure 6, respectively. In Figure 4, where the proposed method is 

shown, it is seen that the highest performance is in the car class 

with 90.4%, and the lowest performance is in the cat class with 52.9%. 

It is worth noting that the cat class is most confused with the class 

where there are images of dogs. 

 

 
Figure 4. Confusion matrix from the application developed with the CNN 

classifier 

 

 
Figure 5. Confusion matrix from the application developed with the SVM 

classifier 
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Figure 6. Confusion matrix from the application developed with the KNN 

classifier 

 

6. CONCLUSION AND RECOMMENDATIONS 

This research examined the success in object recognition of 

classical machine classifiers and methods of deep learning. HOG was 

used as an attribute; moreover, SVM, KNN, and CNN were used as 

classifiers. In the experimental results, the HOG+KNN application was 

the most unsuccessful with an accuracy rate of 49%, while the method 

developed with CNN was the most successful method with an accuracy 

rate of 80%. This shows that deep learning methods are more suitable 

for this dataset due to the large number of images. In conclusion, the 

experiments carried out within the scope of this study show the 

effectiveness of the CNN process. A hybrid application for object 

recognition applications is intended for future research with the 

integration of traditional master learning methods and deep learning 

methods. 
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